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Abstract: Artificial neural networks (ANNs) are a promising modelling approach for predicting 
an airport’s air passenger demand. The study proposed and empirically tested an artificial 
neural network model to predict the annual passenger demand for Huahin Airport, a regional 
and tourist focused airport located in Thailand. The ANN input variables included Thailand’s 
population size, Thailand’s real GDP, world jet fuel prices, Thailand total passengers carried, 
Thailand’s tourist numbers and Thailand’s unemployment rates. The data were trained using 
the Levenberg-Marquandt back-propagation algorithm. The ANN comprises eight neurons 
in the hidden layer and one neuron in the output layer. 80 per cent of the data was used in 
the training phase with the remaining data divided into validation (10 per cent) and testing 
(10 per cent) phases. The proposed ANN provided very accurate prediction values. The 
coefficient of determination R value of model was around 0.995, and the mean absolute 
percentage error (MAPE) of the final ANN model was 13.27%. The study found that the four 
key determinants of Huahin Airport annual air passenger demand were Thailand population 
size, the commencement of AirAsia services at Huahin Airport, Thailand’s tourist numbers, 
and Thailand’s real GDP. 
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1. Introduction 

I n  t o d a y ’s  c o m p e t i t i v e  b u s i n e s s 
environment, forecasting is an integral 
element in a firm’s planning and control 
system, and firms require a forecasting 
procedure that enables them to predict 
the future ef fectively and in a t imely 
manner (Hoshmand, 2010). Forecasting 
is a v ital part of airport management. 
This is because airports require accurate 
passenger traffic forecasts for operational, 

tactical, and strategic objectives (Kroes, 
2010). According to Bradley (2010, p. 1), 
“all major airport developments require the 
provision of detailed and accurate forecasts”. 
Furthermore, the forecasting of future air 
transport demand has a great influence on 
the development of airport master plans, 
including both the airside (runways, 
taxiways, aprons, technological devices) 
and the landside (for example, boarding/
landing area, waiting rooms) (Andreoni 
and Postorino, 2006).
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In the global air transport industry, there 
are various categories of airports, and these 
include rural airstrips, private airstrips, 
military airports, regional community 
airports, regional airports, major city 
airports, and hub airports (Meincke and 
Tkotz, 2010). In recent times, regional 
Airports have become increasingly developed 
into very important elements of airline’s air 
route network systems, acting as both as 
feeder’s passenger traffic of hub-and-spoke 
services and as origins or destination of 
point-to-point services (Postorino, 2011). 
The focus of this study is on Huahin 
Airport, a key regional airport in Thailand 
that primarily serves the Huahin region’s 
tourism traffic. The objective of this study is 
to develop and empirically evaluate artificial 
neural networks (ANNs) for predicting 
Huahin Airport (HHQ) passenger demand. 
A secondary objective is to identify the key 
determinants of the airport’s passenger 
demand.

The paper is structured as follows: Section 
2 begins with an overview of the study’s 
site description, and this is followed by the 
artificial neural modelling (ANN) approach. 
The empirical results of the ANN modelling 
are presented in Section 3. The key findings 
of the study follow in Section 4.

2. Modelling Air Passenger Demand at 
Huahin Airport, Thailand 

2.1. Site Description

Hua Hin Airport (IATA Airport Code: 
HHQ ) serves the city of Hua Hin, which is 
located in Prachuap Khiri Khan, Thailand. 
Hua Hin acts as a tourist destination and 

provides port access to the Gulf of Thailand 
(Centre for Aviation, 2021). At the time of 
the present study Hua Hin airport was in 
the middle of a 250-million-baht renovation 
program, that commenced in 2020. As part 
of this airport upgrade program, the airport’s 
runway is being widened from 35 to 45 
metres to enable narrow-body jets, such as 
the Airbus A320 and Boeing 737, to operate 
out of the airport. Upon conclusion of the 
upgrade program, the airport will have the 
capability to handle up to five of these aircraft 
types at the same time. The airlines serving 
the airport typically deploy their aircraft 
for regional hops with f light times of up to 
4–5 hours.” A new taxiway and passenger 
terminal was being constructed, which will 
enable the airport to handle a maximum 
of 900 passengers an hour, or equivalent 
to 2.6 million passengers annually. Prior 
to the upgrade program, the airport could 
handle around 300 passengers an hour, or the 
equivalent of 860,000 annually (Satyaem, 
2021).

Figure 1 presents the annual enplaned 
passengers and aircraft movements at 
Huahin Airport for the period 2001 to 2019. 
On 19 May 2018, AirAsia began four weekly 
services from Kuala Lumpur to Huahin 
Airport (The Star, 2018).  In August 2020, 
AirAsia commenced services from Hua Hin 
to Chiang Mai in northern Thailand and to 
Udon Thani in the northeast of Thailand 
(AirAsia, 2020). As can be observed in Figure 
1, both the annual enplaned passengers and 
aircraft movements have f luctuated quite 
widely over the study period reflecting the 
market entry of the low-cost carriers, such as, 
AirAsia-X and the cancellation of domestic 
services by Kan Air in 2017.  
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Fig. 1. 
The Annual Growth in Passenger Traffic and Aircraft Movements at Huahin Airport: 2001-2019

2.2. Data Processing

Data normalization plays a vital role in 
the training and testing of artificial neural 
networks (ANNs). The data normalization 
process normalizes the input and the output 
in the same order of magnitude (Chaturvedi, 
2008). The normalization of data in an ANN 
provides better responses and reduces the 
time for training the ANN (Zhang and 
Sun, 2009). The normalization of the data 
is frequently done through the rescaling of 
the features or outputs from one range of 
values to form a new range of values (Priddy 
and Keller, 2005). Priddy and Keller (2005, 
p. 16) have observed that most often the 
features are rescaled to lie within a range of 
0 to 1 or from -1 to 1. 

The data collected for the present study were 
normalized using the following equation:

 (1)

Where xnorm is the normalized value, x is the 
actual value, xmax is the maximum value, and 
xmin is the minimum value (Kalkhaheh et al., 
2012). In this study’s modelling process, all 
data values were scaled in the range between 
0 and 1 using equation 1 (Alfassi et al., 2005; 
Bisi and Goyal, 2017).

3. Artificial Neural Network Modelling

3.1. Artificial Neural Network Input 
Variable Selection

In the present study, a comprehensive review 
of the literature was undertaken to identify 
the various exogenous and endogenous 
factors that inf luence air travel demand. 
Based on this analysis, six variables were 
considered as input variables in the passenger 
demand artificial neural network (ANN) 
mode: Thailand’s population size, Thailand’s 
real GDP, world jet fuel prices, Thailand 
total passengers carried, Thailand’s tourist 
numbers and Thailand’s unemployment 
rates. 

Two dummy variables were considered in 
the modelling to control for major factors 
that influenced Huahin Airport passenger 
demand over the study period. The first 
dummy variable (DUMMY 1) accounted for 
the commencement of AirAsia services in 
2019, which resulted in a spike in passenger 
movement at Huahin Airport. The second 
dummy variable controlled for the airlines 
that ceased operations at Huahin airport, 
Bangkok A ir ways stopped Bangkok – 
Huahin – Samui Island Flights in 2004, 
Kan Air, stopped regional route Huahin – 
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Chiang Mai in 2017, which had an adverse 
impact on passenger traffic.  

The availability of a consistent data set 
allows the use of annual data from 2001 
to 2019. The longest possible data set was 
collected for the study. Teodorović and 
Vukadinović (1998) have noted that when 
using an ANN, the greater length of the data, 
the better the solution to the problem being 
investigated. In this study, the collected 
data was converted from current to real or 
constant prices with the 2011 consumer price 
index (CPI) constant prices being used for 
this function (BaFail et al., 2000; Baxter and 
Srisaeng, 2018).

3.2. Division of the Study Data

To avoid the potential over-fitting of the 
study’s ANN model, the gathered data 
was divided into three discrete data sets: a 
training, a validation, and test dataset (Bali 
et al., 2020; Baxter and Srisaeng, 2018; Joshi 
et al., 2021). The overtraining of an ANN can 
be avoided using a cross-validation technique 
(Khadir, 2020). The cross-validation data 
process consisted of randomly selected data 
which were separate to the model’s training 
data (Chew et al., 2011). In this study, the 
data was randomly divided into an 80:10:10 
ratio (Rojek and Studzinski, 2019; Sharma 
et al., 2019). To conclude the training phase, 
a validation data set was used in the ANN 
modelling. The stoppage criterion in the 
training phase was the mean square error 
(MSE) of the estimated demand with 
respect to the samples belonging to the 
validation set. The validation dataset was 
not used in adapting the weight vectors of 
the neural estimator (Alekseev and Seixas, 
2009). As previously noted, for estimating 
the generalization capacity of the ANN 
forecasting model, a testing data set was also 

used in this study (Abedelbary, 2020; Mittal, 
2019). Thus, once the training process was 
completed, a testing process was applied to 
ensure the model accuracy was sufficiently 
reliable. Once the values of the training data 
set were determined, a data testing set was 
fed into the model and the output compared 
to the target value. The model was accepted 
if the difference was low enough (Garrido 
et al., 2014). In ANN modelling the testing 
set simulates the forecasting of the samples 
(Alekseev and Seixas, 2009).

3.3. Artificial Neural Network Model

In the present study, the feed-forward back 
propagation artificial neural network was 
applied to predict Huahin Airport annual 
air passengers. The architecture of the ANN 
consisted of three layers in a multilayer neural 
layer. These layers are the input layer, hidden 
layer, and the output layer (Na-udom and 
Rungrattanaubol, 2020; Wang et al., 2020). 
The first layer is the input layer, and this layer 
corresponds to the problem input variables 
with one node for each input variable. 
The second layer is the hidden layer. This 
hidden layer is used to capture non-linear 
relationships among variables. The third layer 
is the output layer which is used to provide 
predicted values. The input layer receives 
the initial values of the variables included in 
the ANN model. The output layer presents 
the results of the ANN for the input, whilst 
the hidden layer performs the operations 
designed to achieve the output (Nunes da 
Silva et al., 2017; Tiryaki and Aydın, 2014).

The transfer function plays a crucial role in 
producing the output of an artificial neural 
network (ANN) (Srisaeng et al., 2015; Terzic 
et al., 2012). There are three transfer function 
categories: linear (or ramp), threshold, and 
sigmoid (Deka, 2020; Dua and Du, 2011).
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3.4. ANN Model Development

In this study, the input variables in the 
ANN models were for each determinant of 
airport passenger demand and also included 
two dummy variables, while the required 
model output from the network was Huahin 
Airport annual passenger’s volumes. The 
number of experimental data used for 
the modelling was nineteen, which were 
divided into three discrete data sets. Fifteen 
data were used for training the ANN, two 
data were used for the model validation, 
and the remaining two data were used for 

testing the model. The normalization of 
the data was the range 0-1 and this was 
necessary to quicken the back propagation 
learning process (Ibrahim et al., 2020). The 
MATLAB R2020a computational system 
was used in the present study to code and 
optimize the structure of the ANN models. 

The Huahin A irport passenger A NN 
model was comprised of one input layer, 
one output layer, and one hidden layer, with 
eight neutrons in each layer. The proposed 
architecture of the Huahin Airport passenger 
ANN model is presented in Figure 2.

Fig. 2. 
The Huahin Airport Passenger Artificial Neural Network (ANN) Architecture 

The object ive of A N N tra ining is to 
minimize the global error, for example, 
the root mean square error (RMSE), mean 
average error (MAE), mean square error 
(MSE), and mean absolute percent error 
(MAPE) (Srisaeng et al., 2015). ANNs are 
normally started with randomized weights 
for al l their neurons. This means that 
ANNs are not aware of everything, and 
consequently, they require training to solve 
the problem under study. When a satisfactory 
level of performance is attained, the training 
process is concluded, and the ANN uses 

these weights in the subsequent testing 
phase (Akgüngör and Doğan, 2009).  The 
training data set was used to adapt the ANN’s 
synaptic weights in the multilayer network. 
This process used the back propagation of 
estimation errors (Yadav et al., 2011). All 
the inputs were entered into the model and 
the ANN networks were trained. During 
the supervised learning process, an error 
function is defined (Srisaeng et al., 2015). 
In this process, the synaptic weight values 
are iteratively updated until the provided 
output is as anticipated. In the present study 
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the training process was concluded when it 
reached 1,000 epochs or 0.01 error tolerance 
(Efendigil et al., 2009).

To conclude the training phase of the study, a 
validation data set was used in the modelling. 
The stopping criterion in this phase was the 
mean square error (MSE) of the estimated 
demand of the samples in the validation 
set. The study’s validation data set was not 
used in adapting the weight vectors of the 
neural estimator. As a result, it was possible 
to detect over-fitting in the ANN’s training 
phase (Alekseev and Seixas, 2009). Once 
the training process was finished, a testing 
process was applied to ensure the model 
accuracy was sufficiently reliable. During 
this process, the values of the training data 
set were determined, and a data testing 
set was fed into the ANN model and the 
output compared against the target value. 
The model was accepted if the difference 
was sufficiently low enough (Garrido et al., 
2014). The back-propagation algorithm was 
applied to determine errors and was used to 
modify the weight of neurons in the ANN’s 
hidden layer (Akgüngör and Doğan, 2009).

3.5. ANN Model Performance Evaluation 
Measures

Validation is a vital part of ANN modelling. 
The validation process indicates that the 
model(s) are a realistic representation of the 
actual system (Yugendar and Ravishankar, 
2018). As a result, the selection and proper 
understanding of the evaluation metrics 
that are used for measuring and determining 
the model performance on both the testing 
and training datasets are a vital element of 
the validation process (Misra et al., 2020). 
The accuracy of an ANN model is normally 
assessed by the predicted and actual results 
through the application and calculation of 

various indicators (Ibrahim et al., 2020). A 
review of the literature reveals that there 
are several model performance evaluation 
measures that can be used in ANN Modelling. 
These measures are the root mean square error 
(RMSE), the mean absolute error (MAE), 
mean absolute percentage error (MAPE), and 
correlation coefficient (R) (Kunt et al., 2011; 
Ruiz-Aguilar et al., 2014; Srisaeng and Baxter, 
2017).  In this study, the five goodness-of-fit 
measures were used in the modelling, and 
they were defined by the following formulas: 

 (2)

 (3)

 (4)

 (5)

R=  (6)

W here t i is the actual values, td i is the 
predicted values, N is the total number of 
data, and  is the average of the predicted 
values (Tiryaki and Aydın, 2014, p. 104).

4. Results of the Artificial Neural Network 
Modelling

The final Huahin Airport passenger ANN 
model comprised 8 inputs, 8 neurons in the 
hidden layers, and 1 neuron in the output 
layer. The forecasting Huahin Airport 
passenger ANN model is presented in the 
following equations:

PAX = 0.23 + 0.45H1 – 0.31H2 + 0.06H3 - 0.45H4 
+0.04H5 - 0.49H6 + 0.55H7 - 1.05H8 (7)

Where: Hn = network hyperbolic tangent 
activation function:
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Hn = TANH (Zn) =    (8)

Where Zn is calculated by multiplying the 
value of each input by the corresponding 
weight (wi) (Gonzalez, 2000):

Zn = BiasHn +w1 X1 +w2 X2+ w3 X3+ w4 X4 
+w5 X5 +w6 X6 +w7 X7 +w8 X8 (9)

Where: X1 = Thailand Population size, X2 
= Thailand’s real GDP, X3 = Jet fuel prices, 
X4 = Thailand Air passenger Carried, X5 = 
Thailand’s tourist Number, X6 = Thailand’s 
unemployment rates, X7 = Dummy variable 
for the commence of AirAsia at Huahin 
Airport, X8 = Dummy variable for the airlines 
ceased operation at Huahin Airport.

The results of Huahin Airport passenger 
demand ANN model are presented in Table 
1 in the form of a prediction table, which 
shows the prediction level of Huahin Airport 
passenger demand during the training, 
testing, and validation phases of the study.

Table 1 
Prediction of Huahin Airport Passenger ANN Model

Phase of the Study R
Training 0.999

Validation 1
Testing 1

All 0.995

Figure 3 shows the regression plots of the 
Huahin airport passenger’s model output 
with respect to training, validation, and 
testing data. The value of the correlation 
coefficient (R) for each phase was also 
calculated (Kunt et al., 2011; Srisaeng and 
Baxter, 2017). The R value was around 0.995 
for the total response in the ANN model. The 
solid lines in Figure 3 show the perfect linear 
fit between actual values and estimated 
values of Huahin Airport passengers. The 
correlation coefficient (R) between actual 
values and estimated values is another 
important indicator to check the validity 
of the model. Importantly, when the R value 
is close to 1, forecasting accuracy increases 
(Tiryaki and Aydın, 2014).

Fig. 3. 
The Regression Plots for Training, Testing , and Validation Phases and the Total Response in the 
Huahin Airport Passengers ANN Model
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In this study, the training errors, validation 
errors and testing errors were plotted to 
determine validation errors in the training 
phase for the Huahin Airport passengers 
ANN model (Figure 4). The best validation 
performance in the model occurred at epoch 
4 with MSE at 1.56x105 (Figure 4). The plot 
in Figure 4 shows the mean squared error 
(MSE) beginning with a large value and 
decreasing to a smaller value. This indicates 
that the artificial neural network (ANN) 
learning is improving. The plot in Figure 4 
has three lines, this is because 19 input and 
target vectors were randomly divided into 

three sets (Garrido et al., 2014; Kunt et al., 
2011). As noted earlier, 80 per cent of the 
vectors were used for training the network. 
10 per cent of the vectors were used for 
validating how well the network model was 
generalized. Training vectors continues for 
as long as it takes for training to reduce the 
network error on validation vectors. After the 
network has memorized the training set, the 
training was concluded (Sathe-Pathak et al., 
2016; Šibalija and Majstorović, 2016). Also, 
as previously noted, the training process 
stopped when it reached 1,000 epochs or 
0.01 error tolerance (Efendigil et al., 2009).

Fig. 4. 
The Validation Error in Huahin Airport Passengers ANN Model

Huahin Airport’s actual and estimated passengers from 2001 to 2019 are plotted and 
presented in Figure 5.

Fig. 5. 
A Comparison of Huahin Airport Actual and Estimated Passengers
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Table 2 presents mean absolute error 
(MAE), mean squared error, mean absolute 
percentage error (MAPE) and the root mean 
square error (R MSE) of the estimated 

ANN models. These results suggest that 
the constructed ANN is very promising 
for modelling Huahin Airport passenger 
demand.

Table 2 
The Performance Measurement of Huahin Airport Passenger Demand ANN Model 

Performance Measurement ANN Model
MSE 3.13 x 107

RMSE 2.5 x101

MAE 6.47 x 102

MAPE 13.27 %

To analyse the major contributing factors 
that inf luence Huahin Airport passenger 
demand, this study used a contribution table 
(Gately, 1996; Srisaeng et al., 2015). The 
contribution of factor (Ci) in the input layer 
is the sum of absolute values of the weight of 
connection between the input neuron and 
the hidden neuron.

Ci =    (11)

Where: Ci is the contribution value of factor 
i and Wij is the weight of connection between 
the ith input neuron and jth hidden neuron. 

The scale of contributing factor was used 
to evaluate the influences of input variables 
(Gately, 1996). Based on this scale, any input 
variable with a contribution value lower 

than 2 is viewed as a weak contributing 
factor while in contrast any input variable 
with a contribution value greater than 5 is 
considered a high contributing factor (Chen 
et al., 2012).

Table 3 shows the contribution value of input 
variables in the Huahin Airport passengers 
demand model and shows that all the input 
variables in the model have a contribution 
value higher than 2 which means that no input 
variables are considered a weak contributing 
factor. Also, the four most important input 
variables for forecasting Huahin Airport 
passengers’ demand are: X1 = Thailand 
Population size, X7 = Dummy variable for the 
commencement of AirAsia services at Huahin 
Airport, X5 = Thailand’s tourist numbers, 
and X2 = Thailand’s real GDP.

Table 3 
The Contributions of the Study’s Input Variables for predicting Huahin Airport Passenger Demand  

Input Variables ANN Passenger Model Rank
X1 = Thailand population size 5.63 1
X2 = Thailand’s real GDP 4.78 4
X3 = World jet fuel prices 3.05 8
X4 = Thailand air passengers carried 3.81 7
X5 = Thailand’s tourist numbers 5.09 3
X6 = Thailand’s unemployment rates 4.44 5
X7 = Dummy variable for the commencement of AirAsia services at HHQ 5.40 2
X8 = Dummy variable for the airlines that ceased operation at HHQ 4.14 6
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In this section, three scenarios were set to 
forecast the number of passengers at Hua 
Hin Airport where assumption used in 
each scenario based on data from the Civil 
Aviation Authority of Thailand, Bank of 
Thailand, International Monetary Fund, 
Airport of Thailand, and insights from 
airport experts’ interview (Civil Aviation 
Authority of Thailand, 2020). Table 4 shows 
details of the three assumptions which are 
as following 

1. T he best-case scenar io based on 
assumptions that the economy will 
recover in 2022, three new airlines will 

start operating in 2023, and the existing 
airline will increase f light frequency 
in 2023;

2. The moderate-case scenario based on 
assumptions that the economy will 
recover in 2023, two new airlines will 
start operating in 2024, and the existing 
airline will increase f light frequency 
in 2024;

3. The worst-case scenario based on 
assumptions that the economy will 
recover in 2024, one new airline will 
start operating in 2025, and the existing 
airline will increase f light frequency 
in 2025.

Table 4 
The Three Scenarios’ Assumptions for Hua Hin Airport Passenger Demand Forecasting

Scenario
Year that the 
economy is 

expected to recover

Year that new 
airlines is expected 

to start operating

Number of new 
airlines expected to 

start operating

Year that existing 
airlines increased 

flight number
Best Case 
Scenario 2022 2023 3 2023

Moderate Case 
Scenario 2023 2024 2 2024

Worst Case 
Scenario 2024 2025 1 2025

The results of Huahin Airport passenger demand during 2021 – 2040 using Artificial 
Neural Network (ANN) model are shown in Table 5 and Figure 6.
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Table 5
The Three Forecasting Scenarios Results of Huahin Airport Passenger Demand during 2021 – 2040

Year Best Moderate Worst
2021 52,159 14,166 14,166
2022 70,203 53,760 10,374
2023 127,612 70,888 51,719
2024 132,071 127,798 71,661
2025 290,907 131,639 125,983
2026 294,757 289,861 126,240
2027 373,792 292,988 280,695
2028 386,545 370,833 281,926
2029 544,622 381,449 364,523
2030 576,552 537,004 387,839
2031 635,277 546,876 528,988
2032 655,173 598,338 537,065
2033 718,058 609,853 586,507
2034 742,572 663,089 595,755
2035 810,583 676,520 646,450
2036 840,788 731,826 657,037
2037 874,314 747,492 709,166
2038 911,529 764,411 721,287
2039 952,837 782,684 734,258
2040 998,689 802,419 748,136

Fig.6. 
The Three Forecasting Scenarios Results of Huahin Airport Passenger Demand for the Period 2021 – 2040

The modelling results found that the Huahin 
Airport passenger demand in 2040 for the 
best-case, moderate-case and worst-case are 
998,689 passengers, 802,419 passengers, and 
748,136 passengers, respectively.

5. Conclusion 

The application artificial neural networks 
(Anns) appear to offer a promising approach 
for predicting an airport ’s annual a ir 

248

Srisaeng P. et al. Estimating a Regional Airport Air Passenger Demand Using an Artificial Neural Network Approach: The Case of Huahin Airport, Thailand



passenger demand. This is supported by 
the results of the present study, in which an 
ANN was proposed and empirically tested 
to predict Huahin Airport, Thailand annual 
air passenger demand. The final ANN model 
was based on multi-layer perceptron (MLP) 
with a single hidden layer comprising eight 
neurons and one neuron in the outer layer 
provided the optimum architecture for 
predicting the airport’s annual air passenger 
demand. The best ANN architecture was the 
MLP ANN in which the hyperbolic tangent 
function acted as an activation function in 
the hidden layer, whilst the linear function 
was utilized as the activation function in the 
output layer neuron. 

The ANN modelling process was undertaken 
in three discrete stages: training, testing, 
and validation. In this study, 80 per cent 
of the data was used in the training phase 
with the remaining data div ided into 
validation (10 per cent) and testing (10 per 
cent). The R-value of Model was around 
0.995 and the mean absolute percentage 
error (M APE) was 13.27%. The A NN 
modelling results revealed that the four key 
determinants of Huahin Airport passenger 
demand were Thailand’s population size, 
the commencement of AirAsia services at 
Huahin Airport, Thailand’s tourist numbers, 
and Thailand’s real GDP.

References 

Abedelbary, A. 2020. Extreme tribology: Fundamentals and 
challenges. CRC Press, USA. 330 p.

AirAsia. 2020. AirAsia launches 2 brand new routes 
in Thailand in support of domestic tourism. Available 
from Internet: <https://newsroom.airasia.com/news/
airasia-inaugural-f lights-from-chiangmai-udonthani-
to-huahin>.

Akgüngör, A.P.; Doğan, E. 2009. An artificial intelligent 
approach to traf f ic accident estimation: model 
development and application, Transport 24(2): 135-142.

Alekseev, K. P. G.; Seixas, J. M. 2009. A multivariate 
neural forecasting modeling for air transport - 
Preprocessed by decomposition: A Brazilian application, 
Journal of Air Transport Management 15(5): 212-216.

Alfassi, Z.B.; Boger, Z.; Ronen, Y. 2005. Statistical 
treatment of analytical data. Blackwell Publishing, UK. 
288 p. 

Andreoni, A.; Postorino, M.N. 2006. A multivariate 
AR IMA model to forecast air transport demand. 
Available from Internet: <http://web.mit.edu/11.951/
oldstuff/albacete/Other_Documents/Europe%20
Transport%20Conference/applied_methods_in_tra/a_
multivariate_ari1399.pdf>. 

Ba-Fail, A.O.; Abed, S.Y.; Jasimuddin, S.M. 2000. 
The determinants of domestic air travel demand in 
the Kingdom of Saudi Arabia, Journal of Air Transportation 
World Wide 5(2): 72-86.

Bali, J.; Nandi, A.; Hiremath, P.S. 2020. Efficient ANN 
algorithms for sleep apnea detection using transform 
methods. In book (eds. Verma, O.P.; Roy, S.; Pandey, 
S.C.; Mittal, M.) Advancement of Machine Intelligence 
in Interactive Medical Image Analysis, Springer Nature 
Singapore, Singapore, 99-152.

Baxter, G.; Srisaeng, P. 2018. The use of an artificial 
neural network to predict Australia’s export air cargo 
demand, International Journal for Traffic and Transport 
Engineering 8(1): 15 - 30.

Bisi, M.; Goyal, N.K. 2017. Artificial neural network 
applications for software reliability prediction. John Wiley 
& Sons, USA. 312 p.

Bradley, A.L.W. 2010. The independent airport planning 
manual. Woodhead Publishing, UK. 184 p.

249

International Journal for Traffic and Transport Engineering, 2022, 12(2): 238 - 252



Centre for Aviation. 2021. Hua Hin Airport. Available 
from Internet: <https://centreforaviation.com/data/
profiles/airports/hua-hin-airport-hhq>.

Chaturvedi, D.K. 2008. Soft computing: Techniques and 
its applications in electrical engineering. Springer Verlag, 
Germany. 612 p.

Chen, S.C.; Kuo, S.Y.; Chang, K.W.; Wang, Y.T. 2012. 
Improving the forecasting accuracy of air passenger and 
air cargo demand: the application of back-propagation 
neural networks, Transportation Planning and Technology 
35(3): 373-392.

Chew, E.P.; Lee, L.H.; Tan, L.C. 2011. Advances in 
maritime logistics and supply chain systems. World Scientific 
Publishing, Singapore. 332 p.

Civil Aviation Authority of Thailand. 2020. State 
of Thai Aviation Industry 2020. Available from 
Internet: <https://w w w.caat.or.th/wp-content/
uploads/2021/05/STATE-OF-THAI-AVIATION-
INDUSTRY-2020.pdf>.

Deka, P.C. 2020. A primer on machine learning applications 
in civil engineering. CRC Press, USA. 280 p.

Dua, S.; Du, X. 2011. Data mining and machine learning in 
cybersecurity. CRC Press, USA. 256 p.

Efendigil, T.; Önüt, S.; Kahraman, C. 2009. A decision 
support system for demand forecasting with artificial 
neural networks and neuro-fuzzy models: A comparative 
analysis, Expert Systems with Applications 36(3): 6697-
6707.

Garrido, C.; De Oña, R.; De Oña, J. 2014. Neural 
networks for analyzing service quality in public 
transportation, Expert Systems with Applications 41(15): 
6830–6838.

Gately, E. 1996. Neural networks for financial forecasting. 
Wiley, USA. 170 p.

G o n z a l e z ,  S .  2 0 0 0 .  N e u r a l  n e t w o r k s  f o r 
macroeconomic forecast ing: A complementar y 
approach to l inear regression models. Finance 
Canada Working Paper 2000-07. Available from 
Internet: <https://pdfs.semanticscholar.org/17cf/
e6431e77bb56fba518a4e249ad73658972cb.pdf>. 

Hoshmand, A.R. 2010. Business forecasting, a practical 
approach, Second Edition. Routledge, UK. 384 p.

Ibrahim, R.K.; Fiyadh, S.S.; AlSaadi, M.A.; Hin, L.S.; 
Mohd, N.S.; Ibrahim, S.; Afan, H.A.; Fai, C.M.; Ahmed, 
A.N.; Elshafie, A. 2020. Feedforward artificial neural 
network-based model for predicting the removal of 
phenolic compounds from water by using deep eutectic 
solvent-functionalized CNTs, Molecules 25(7): 1511.

Joshi, A.G.; Manjaiah, M.; Suresh, R.; Davangeri, MB. 
2021. ANN modelling of surface roughness and thrust 
force during drilling of SiC filler incorporated glass/epoxy 
composites. In book (eds. Kakandikar, G.M.; Thakur, 
D.G.) Nature-Inspired Optimization in Advanced Manufacturing 
Processes and Systems, CRC Press, USA, 149-174. 

Kalkhaheh, Y.K.; Arshad, R.R.; Amerikhah, H.; Sami, 
M. 2012. Comparison of multiple linear regressions and 
artificial intelligence-based modeling techniques for 
prediction the soil cation exchange capacity of Aridisols 
and Entisols in a semi-arid region, Australian Journal of 
Agricultural Engineering 3(2): 39-46.

Khadir, M.T. 2020. Comparison of advanced and model 
predictive control for plate heat exchangers: Application 
to pasteurization temperature control. In book (eds. 
Pekar, L.) Advanced Analytic and Control Techniques for 
Thermal Systems with Heat Exchangers, Academic Press, 
UK, 433-456.

Kroes, E.P. 2010. Practical airport demand forecasting 
with capacity constraint: Methodology and application. 
In book (ed. Postorino, M. N.) Development of Regional 
Airports: Theoretical Analyses and Case Studies. WIT Press, 
UK, 127-147.

250

Srisaeng P. et al. Estimating a Regional Airport Air Passenger Demand Using an Artificial Neural Network Approach: The Case of Huahin Airport, Thailand



Kunt, M.M.; Aghayan, I.; Noii, N. 2011. Prediction for 
traffic accident severity: comparing the artificial neural 
network, genetic algorithm, combined genetic algorithm 
and pattern search methods, Transport 26(4): 353-366.

Meincke, P.A.; Tkotz, A. 2010. Airports – Types, 
facilities, and accessibility. In book (eds. Wald, A., Fay, 
C., Gleich, R) Introduction to Aviation Management. Lit 
Press, Germany, 89-129.  

Misra, S.; Li, H.; He, J. 2020. Machine learning for 
subsurface characterization. Gulf Professional Learning, 
UK. 440 p.

Mittal, G.S. 2019. Artificial neural network based 
process modelling. In book (ed. Kutz, M.) Handbook of 
Farm, Dairy and Food Machinery Engineering, Academic 
Press, UK, 525-531.

Na-udom, A.; Rungrattanaubol, J. 2020. A comparative 
study on artificial neural network and radial basis 
function for modelling output response from computer 
simulated experiments. In book (ed. Meesad, P.) Recent 
Advances in Information and Communication Technology 2020: 
Proceedings of the 16th International Conference on Computing 
and Information Technology IC2IT 2020, Springer Nature 
Switzerland, Switzerland, 137-148.

Nunes da Silva, I.; Spatti, D.H.; Flauzino, R.A.; Liboni, 
L.H.B.; Franco dos Reis Alves, S. 2017. Artificial neural 
networks: A practical course. Springer International 
Publishing, Switzerland. 307 p.

Postorino, M.N. 2006. Regional airports. WIT Press, 
UK. 148 p.

Priddy, K.L.; Keller, P.E., 2005. Artificial neural networks: 
An introduction. SPIE – The International Society for 
Optical Engineering, USA. 180 p.

Rojek, I.; Studzinski, J. 2019. Detection and localization 
of water leaks in water nets supported by an ICT system 
with artificial intelligence methods as a way forward for 
smart cities, Sustainability 11(2): 518.

Ruiz-Aguilar, J.J.; Turias, I.J.; Jiménez-Come, M.J. 2014. 
Hybrid approaches based on SARIMA and artificial 
neural networks for inspection time series forecasting, 
Transportation Research Part E: Logistics and Transportation 
Review 67: 1–13.

Sathe-Pathak, B.; Patil, S.; Panat, A. 2016. Application 
of three different artificial neural network architectures 
for voice conversion. In book (eds. Satapathy, S.C.; 
Mandal, J.K.; Udgata, S.K.; Bhateja, V.) Information 
Systems Design and Intelligent Applications: Proceedings of 
Third International Conference INDIA 2016, Volume 2. 
Springer India, India, 237-246.

Satyaem, C. 2021. Hua Hin airport to be further 
upgraded. Available from Internet: <https://www.
bangkokpost.com/business/2064195/hua-hin-airport-
to-be-further-upgraded>.

Sharma, D.; Shanis, Z.; Reddy, C.K.; Gerber, S.; 
Enquobahrie, A. 2019. Active learning technique 
for multimodal for brain tumor segmentation using 
limited label images. In book (eds. Wang, Q.; Milletari, 
F.; Nguyen, H.V.) Domain Adaption and Representation 
Transfer and Medical Image Learning with Less Labels and 
Imperfect Data, First MICCAI Workshop, DART 2019, and 
First International Workshop, MIL3ID 2019, Shenzhen, Held in 
Conjunction with MICCAI 2019, Shenzhen, China October 
13 and 17, 2019, Proceedings, Springer International 
Publishing, Switzerland, 149-156. 

Šibalija, T.V.; Majstorović, V.D. 2016. Advanced 
multiresponse process optimisation: An intelligent and 
integrated approach. Springer International Publishing, 
Switzerland. 298 p.

Srisaeng, P.; Baxter, G. 2017. Modelling Australia’s 
outbound passenger air travel demand using an artificial 
neural network approach, International Journal for Traffic 
and Transport Engineering 7(4): 406-423.

Srisaeng, P.; Baxter, G.S.; Wild, G. 2015. Forecasting 
demand for low-cost carriers in Australia using an 
artificial neural network approach, Aviation 19(2): 90-103.

251

International Journal for Traffic and Transport Engineering, 2022, 12(2): 238 - 252



Teodorović, D.; Vukadinović, K. 1998. Traffic control and 
transport planning: A fuzzy sets and neural networks approach. 
Kluwer Academic Publishers, USA. 387 p.

Terzic, E.; Terzic, J.; Nagarajah, R.; Alamgir, M. 2012. 
A neural network approach to fluid quantity measurement in 
dynamic environments. Springer-Verlag, UK. 140 p.

The Star. 2018. AirAsia starts new route to Hua Hin. 
Available from Internet: <https://www.thestar.com.
my/news/nation/2018/05/19/airasia-starts-new-route-
to-hua-hin>.

Tiryaki, S.; Aydın, A. 2014. An artificial neural network 
model for predicting compression strength of heat 
treated woods and comparison with a multiple linear 
regression model, Construction and Building Materials 
62: 102-108.

Wang, L.; Tao, F.; Liu, A.; Nee, A.Y.C. 2020. Digital 
twin driven design evaluation. In book (eds. Tao, F.; 
Liu, A.;  Hu, T.; Nee, A.Y.C.) Digital Twin Driven Smart 
Design, Academic Press, UK, 139-164.

Yadav, S.K.; Singh, V.; Kalra, P.K. 2011. Condition 
monitoring and fault diagnosis using intelligence 
techniques. In book. (eds. Dehuri, S.; Ghosh, S.; Cho, 
S.B.) Integration of Swarm Intelligence and Artificial Neural 
Network, World Scientific Publishing, Singapore, 137-
156. 

Yugendar, P.; Ravishankar, K.V.R. 2018. Analysis of 
crowd flow parameters using artificial neural network, 
Transport and Telecommunication 19(4): 335-345.

Zhang, Q., Sun, S. 2009. Weighted data normalization 
based on eigenvalues for artificial neural network 
classification. In book (eds. Leung, C.S., Lee, M.,Chan, 
J.H.) Neural Information Processing: 16th International 
Conference ICONIP 2009, Bangkok, Thailand, December 
2009 Proceedings Part I, Springer Verlag, 349-356.

252

Srisaeng P. et al. Estimating a Regional Airport Air Passenger Demand Using an Artificial Neural Network Approach: The Case of Huahin Airport, Thailand


